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Abstract

This paperconsiderghe potentiallynegative impactsof anin-
creasingdeploymentof non-congestion-controlleldest-efort
traffic on the Internet Thesenegative impactsrangefrom
extremeunfairnessagainstcompetingTCP traffic to the po-
tential for congestioncollapse. To promotethe inclusion of
end-to-enatongestiorcontrolin thedesignof futureprotocols
usingbest-efort traffic, we arguethatrouter medhanismsare
neededo identify andrestrictthe bandwidthof selectedigh-
bandwidthbest-efort flows in times of congestion. The pa-
perdiscusseseveralgeneralapproachefor identifying those
flows suitablefor bandwidthregulation. Theseapproacheare
to identify a high-bandwidthflow in times of congestionas
unresponsive‘not TCP-friendly”, or simply usingdispropor
tionatebandwidth. A flow thatis not “TCP-friendly” is one
whoselong-termarrival rate exceedsthat of ary conformant
TCPin the samecircumstancesAn unresponsie flow is one
failing to reduceits offeredload at a routerin responseo an

increasedaclet drop rate,anda disproportionate-bandwidth

flow is onethatusesconsiderablymore bandwidththanother
flowsin atime of congestion.

1 Intr oduction

The end-to-endcongestiorcontrol mechanism®f TCP have
beena critical factorin the robustnesf the Internet. How-
ever, the Internetis no longera small, closelyknit usercom-
munity, andit is nolongerpracticalto rely onall end-nodeso
useend-to-endcongestiorcontrolfor best-efort traffic. Simi-
larly, it is nolongerpossibleto rely on all developerso incor
porateend-to-enccongestiorcontrolin their Internetapplica-
tions. The network itself mustnow participatein controlling
its own resourcautilization.

*Thiswork wassupportedy the Director, Office of Enegy ResearchSci-
entific ComputingStaf, of theU.S.Departmenbf Enegy underContractNo.
DE-AC03-76SF0009&ndby ARPA grantDABT63-96-C-0105.

1This is a revised versionof a technicalreport, “Router Mechanismso
SupportEnd-to-EndCongestionControl”, from February1997. This paper
expandson Section2, 4 and7 of thatpaper;othersectionsof thatpaperwill
bebrokenoutinto separatelocuments.

Assumingthe Internetwill continueto becomecongested
dueto a scarcityof bandwidth,this propositionleadsto sev-
eralpossibleapproachefor controllingbest-efort traffic. One
approachinvolves the deployment of paclet schedulingdis-
ciplinesin routersthat isolate eachflow, as much as possi-
ble, from the effects of otherflows [She94. This approach
suggestghe deploymentof perflow schedulingmedanisms
thatseparatelyegulatethebandwidthusedby eachbest-efort
flow, usuallyin aneffort to approximatemax-minfairness.

A secondapproach,outlined in this paper is for routers
to supportthe continueduse of end-to-endcongestioncon-
trol asthe primary mechanisnfor best-efort traffic to share
scarcebandwidth,andto deplgy incentivesfor its continued
use. Theseincentveswould be in the form of routermech-
anismsto restrictthe bandwidthof best-efort flows usinga
disproportionateshareof the bandwidthin times of conges-
tion. Thesemechanismavould give a concreteincentve to
end-usersapplicationdevelopers,and protocol designerdo
useend-to-endtongestiorcontrolfor best-efort traffic.

A third approactwould beto rely onfinancialincentivesor
pricing medanismdo controlsharing.Relyingexclusively on
financialincentiveswouldresultin arisky gamblethatnetwork
providerswill be ableto provision additionalbandwidthand
deploy effective pricing structuregastenoughto keepup with
thegrowth in unresponsie best-efort traffic in theInternet.

Thesethreeapproacheto sharing:perflow schedulingjn-
centvesfor end-to-endcongestiorcontrol,andpricing mech-
anismsarenot necessarilynutuallyexclusive. Giventhefun-
damentaheterogeneitpf theInternetthereis norequirement
that all routersor all serviceprovidersfollow preciselythe
sameapproach.

However, thesethreeapproachesanleadto differentcon-
clusionsaboutthe role of end-to-endcongestioncontrol for
best-efort traffic, and differentconsequenceis termsof the
increasingdeploymentof suchtraffic in the Internet. The In-
ternetis now at a cross-roadsn termsof the useof end-to-
end congestiorcontrol for best-efort traffic. It is in a posi-
tion to actively welcomethe widespreadieploymentof non-
congestion-controlledest-efort traffic, to actively discourage
sucha widespreadieployment,or, by taking no action,to al-
low sucha widespreaddeploymentto becomea simple fact



of life. We arguein this paperthatrecognizingthe essential
role of end-to-enatongestiorcontrolfor best-efort traffic and
strengtheningncentivesfor usingit arecritical issuesasthe
Internetexpandsto anevenlargercommunity

As we shav in Section2, anincreasingleploymentof traf-
fic lackingend-to-enadtongestiorcontrolcouldleadto conges-
tion collapsein the Internet. This form of congestiorcollapse
would resultfrom congestedinks sendingpacletsthatwould
only bedroppedaterin the network. The essentiafactorbe-
hind this form of congestiorcollapses theabsencef end-to-
endfeedback.Perflow schedulingalgorithmssupplyfairness
with acostof increasedtate put provide noinherenincentive
structurefor best-efort flows to usestrongend-to-enadtonges-
tion control. We arguethatroutersneedto deploy mechanisms
thatprovide anincentive structurefor flows to useend-to-end
congestiorcontrol.

The potentialproblemof congestioncollapsediscussedn
this paperonly appliesto best-efort traffic that does not
have end-to-endbandwidthguaranteesor to a differentiated-
serviceshetterthan-best-dbrt traffic classthatalsodoesnot
provide end-to-endbandwidth guarantees. We expect the
network will alsodeploy “premium servicesfor flows with
particularquality-of-servicerequirementsandthatthesepre-
miumserviceswill requireexplicit admissiorcontrolandpref-
erentialschedulingn the network. For such“premium” traf-
fic, packetswould only enterthe network whenthe network is
known to have theresourcesequiredto deliver the pacletsto
theirfinal destinationlt seemdikely (to us)thatpremiumser
viceswith end-to-endandwidthguaranteewill applyonlyto
a smallfraction of future Internettraffic, andthatthe Internet
will continueto be dominatedby classeof best-efort traffic
thatuseend-to-endcongestiorcontrol.

Section2 discusseshe problemsof extremeunfairnessand
potentialcongestioncollapsethat would resultfrom increas-
ing levels of best-efort traffic not using end-to-endconges-
tion control. Next, Section3 discussegeneralapproaches
for determiningwhich high-bandwidthflows should be reg-
ulated by having their bandwidthuserestrictedat the router
Themostconserative approachs to identify high-bandwidth
flows that are not “TCP-friendly” (i.e., that are using more
bandwidththanwould ary conformantTCP implementation
in the samecircumstances)A secondapproacltis to identify
high-bandwidtHlows as“unresponsie” whentheirarrival rate
atarouteris notreducedn responseo increasegbacletdrops.

The third approachs to identify disproportionate-bandwidth

flows, thatis, high-bandwidtflows thatmay be both respon-
sive and TCP-friendly but neverthelessare using excessie
bandwidthin atime of high congestion.

As mentionedaborve, a differentapproachwould bethe use
of perflow schedulingnechanismsuchasvariantsof round-
robin or fair queueingo isolateall best-efort flows atrouters.
Most of theseperflow schedulingnechanismgreventabest-
effort flow from usingadisproportionatamountof bandwidth
in timesof congestionandthereforemight seento requireno

further mechanismdo identify andrestrictthe bandwidthof
particularbest-efort flows. Section4 compareghe approach
of identifying unresponsie flows with alternateapproaches
suchas perflow schedulingor relying on pricing structures
asincentvestowardsend-to-enctongestiorcontrol. In addi-
tion, Section4 discussesomeof the advantage®f aggreyat-
ing best-efort traffic in queuesusingsimpleFCFSscheduling
andactive queuemanagemerdlongwith the mechanismsle-
scribedn thispaper Sectionb givesconclusionsanddiscusses
someof the openquestions.

Thesimulationsn this paperusetheNs simulator available
at[NS95. The scriptsto run thesesimulationsare available
separatelyFF98§,.

2 The problemof unresponsve flows

Unresponaie flows areflows thatdo not useend-to-encton-

gestioncontroland,in particular thatdo notreducetheir load

on the network when subjectedio paclet drops. This unre-

sponsie behaior canresultin bothunfairnessandcongestion
collapsefor the Internet. The unfairnessis from bandwidth
stanationthatunresponsie flows caninflict on well-behaed

responsie traffic. The dangerof congestioncollapsestems
from a network busy transmittingpacletsthatwill simply be

discardedeforereachingtheir final destinations We discuss
thesetwo dangerseparatelyelow.

2.1 Problemsof unfair ness

A first problemcausedy the absencef end-to-endcconges-
tion controlis illustratedby the drasticunfairnesshatresults
from TCP flows competingwith unresponsie UDP flows for
scarcebandwidth. The TCPflowsreduceheir sendingatesin
responseo congestionjeaving the uncooperatie UDP flows
to usetheavailablebandwidth.

10 Mbps 10 Mbps
& M/@
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Figurel: Simulationnetwork.

Figure 2 graphicallyillustrateswhat happensvhen UDP
and TCP flows competefor bandwidth, given routerswith
FCFSscheduling. The simulationsusethe scenarioin Fig-
ure 1, with the bandwidthof the R2-S4link setto 10 Mbps.
Thetraffic consistof several TCP connectiongrom nodeS1
to node S3, eachwith unlimited datato send,and a single
constant-rat&/DP flow from nodeS2to S4. Theroutershave
a single output queuefor eachattachedink, anduse FCFS
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Figure2: Simulationsshaving extremeunfairnesswith three
TCPflows andoneUDP flow, andFCFSscheduling.
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Figure3: Simulationswith threeTCPflowsandoneUDP flow,
with WRR schedulingThereis no unfairness.

scheduling.The sendingratefor the UDP flow rangesup to 2
Mbps.

Definition: goodput We definethe “goodput” of a flow as
the bandwidthdeliveredto the recever, excluding duplicate
paclets.

Eachsimulationis representedéh Figure2 by threemarks,
one for the UDP arrival rate at router R1, anotherfor UDP
goodput,anda third for TCP goodput. The z-axis shavs the
UDP sendingate,asafractionof thebandwidthontheR1-R2
link. Thedashedine shovsthe UDP arrival rateat the router
for the entire simulationset, the dottedline shavs the UDP
goodput,and the solid line shawvs the TCP goodput,all ex-
pressedsa fractionof the availablebandwidthon the R1-R2
link. (Becausghereis nocongestioronthefirstlink, theUDP
arrival rateat the first routeris the sameasthe UDP sending
rate.) Thebold line (at thetop of the graph)shows the aggre-
gategoodpult.

As Figure2 shawvs, whenthe sendingrate of the UDP flow
is small,the TCP flows have high goodput,andusealmostall
of thebandwidthonthe R1-R2link. Whenthe sendingrateof
the UDP flow is larger, the UDP flow recevesa correspond-
ingly largefractionof thebandwidthonthe R1-R2link, while
the TCP flows backoff in responséo paclet drops. This un-
fairnesgresultsfrom responsie andunresponsie flows com-
petingfor bandwidthunderFCFSscheduling.The UDP flow
effectively “shutsout” theresponsie TCPtraffic.

Even if all of the flows were using the exact sameTCP
congestioncontrol mechanismswith FCFS schedulingthe
bandwidthwould notnecessarilypedistributedequallyamong

thoseTCP flows with sufficientdemand [FJ9] discusseshe
relativedistribution of bandwidthbetweerntwo competingr CP
connectionswith differentroundtriptimes. [FIo91] analyzes
this difference,and goeson to discussthe relative distribu-
tion of bandwidthbetweentwo competingTCP connections
on pathswith differentnumbersof congestedjatevays. For
example,[Flo91] showvs how, asa resultof TCP’s congestion
controlalgorithms,a connections throughputariesasthein-
verseof theconnections roundtriptime. For pathswith multi-
ple congestedjatavays,[Flo91] further shavs how a connec-
tion’sthroughputvariesastheinverseof thesquarerootof the
numberof congestedjatavays.

Figure3 shaws thatperflow schedulingnechanismsatthe
routercanexplicitly controltheallocationof bandwidthamong
asetof competinglows. Thesimulationsn Figure3 usesame
scenarioasin Figure2, exceptthatthe FCFSschedulinghas
beenreplacedwith weightedround-robin(WRR) scheduling,
with eachflow assignedan equalweightin units of bytesper
second.As Figure 3 shows, with WRR schedulingthe UDP
flow is restrictedto roughly 25% of thelink bandwidth. The
resultswould be similar with variantsof Fair Queueing(FQ)
scheduling.

2.2 Thedangerof congestioncollapse

This sectiondiscussexongestioncollapsefrom undeliveed
padkets, and showshow unresponsivedlows could contribute
to congestioncollapsein theInternet.

Informally, congestiorcollapseoccurswhenanincreasen
the network loadresultsin adecreasén the usefulwork done
by the network. Congestiorcollapsewasfirst reportedin the
mid 1980s[Nag84, andwaslargely dueto TCP connections
unnecessarilyetransmittingpacletsthatwereeitherin transit
or hadalreadybeenrecevedat therecever. We call the con-
gestioncollapsethatresultsfrom the unnecessargetransmis-
sion of pacletsclassicalcongestioncollapse Classicalcon-
gestioncollapses astableconditionthatcanresultin through-
putthatis a smallfraction of normal[Nag84. Problemswith
classicakongestiortollapsehave generallybeencorrectedy
thetimerimprovementsandcongestiorcontrolmechanismin
modernimplementationsf TCP[Jac88.

A secondorm of potentialcongestiorcollapse congestion
collapsefrom undeliveed padkets is the form of interestto
usin this paper Congestiorcollapserom undelveredpaclets
arisesvhenbandwidthis wastedby deliveringpacketsthrough
the network that are droppedbeforereachingtheir ultimate
destination. We believe this is the largestunresolhed danger
with respecto congestiorcollapsein the Internettoday The
dangerof congestiorcollapsefrom undeliveredpacletsis due
primarily to the increasingdeploymentof open-loopapplica-
tionsnot usingend-to-endcongestiorcontrol. Evenmorede-
structive would be best-efort applicationghatincreasedheir
sendingratein responseo anincreasegacletdroprate(e.g.,
usinganincreasedevel of FEC).



We notethat congestiorcollapsefrom undelveredpaclets
andotherformsof congestiorcollapsadiscussedh thefollow-
ing sectiondiffer from classicatongestiorcollapsen thatthe
degradedconditionis notstable put returnsto normaloncethe
loadis reduced.This doesnot necessarilyneanthatthe dan-
gersarelesssevere. Differentscenarioglsocanresultin dif-
ferentdegreesof congestiorcollapse,jn termsof the fraction
of thecongestedinks’ bandwidthusedfor productive work.
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Figure4: Simulationsshaving congestiorcollapsewith three
TCPflows andoneUDP flow, with FCFSscheduling.
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Figure5: Simulationswith threeTCPflowsandoneUDP flow,
with WRR scheduling Thereis no congestiorcollapse.

Figure 4 illustrates congestioncollapsefrom undelvered

thereis a minimal reductionin the aggreyategoodput.In this
case,wherea singleflow is responsibldor almostall of the
wastedbandwidthat a link, perflow schedulingnechanisms
arereasonablyguccessfuat preventingcongestiorcollapseas
well asunfairnessHowever, perflow schedulingnechanisms
at the routercannot be relied uponto eliminatethis form of
congestiorcollapsein all scenarios.

0.8

0.4

Goodput (% of R1-R2)

oo
0.0

0.2 0.4 0.6 0.8 1.0 12

X-axis: UDP Arrival Rate (% of R1-R2). Dashed Line: UDP Arrivals; Dotted Line: UDP Goodput;
Solid Line: TCP Goodput; Bold line: Aggregate Goodput

Figure6: Simulationsvith oneTCPflow andthreeUDP flows,
shaving congestiorcollapsewith FIFO scheduling.
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Figure7: Simulationswith oneTCPflow andthreeUDP flows,
shaving congestiorcollapsewith WRR scheduling.

In Figures6 and7, wherea numberof unresponsie flows
arecontributing to the congestiorcollapse perflow schedul-

paclets, where scarcebandwidthis wastedby paclets that ing doesnotcompletelysolve theproblem.In thesescenarios,
never reachtheir destination.The simulationin Figure4 uses adifferenttraffic mix illustrateshow somecongestiorcollapse
thescenarian Figurel, with the bandwidthof theR2-S4link  canoccurfor anetwork of routersusingeitherFCFSor WRR
setto 128 Kbps, 9% of the bandwidthof the R1-R2link. Be- scheduling.In thesescenariosthereis one TCP connection
causethefinal link in the pathfor the UDP traffic (R2-S4)is from nodeS1to nodeS3, andthreeconstant-ratéJDP con-
of smallerbandwidthcomparedo theothers mostof theUDP nectionsfrom nodeS2to S4. Figure 6 shovs FCFSschedul-
pacletswill bedroppedat R2, atthe outputportto theR2-S4 ing, andFigure 7 shovs WRR scheduling.In Figure6 (high

link, whenthe UDP sourcerateexceedsl28Kbps.

load)the aggreyategoodputof the R1-R2link is only 10% of

As illustratedin Figure4, asthe UDP sourcerateincreases normal,andin Figure7, the aggrgategoodputof the R1-R2

linearly, the TCP goodputdecieasesoughly linearly, andthe
UDP goodputis nearly constant. Thus, asthe UDP flow in-
creasedts offeredload, its only effectis to hurtthe TCP (and
aggreyate)goodput. On the R1-R2link, the UDP flow ulti-
mately“wastes"the bandwidththat could have beenusedby
the TCP flow, and reducesthe goodputin the network as a
wholedown to asmallfractionof thebandwidthof the R1-R2
link.

Figure 5 shawvs the samescenarioas Figure 4, exceptthe
router usesWRR schedulinginsteadof FCFS scheduling.
With the UDP flow restrictedto 25% of the link bandwidth,

link is 35%o0f normal.

Figure8 shaws thatthe limiting caseof a very large num-
berof very smallbandwidthflows without congestiorcontrol
could threatencongestioncollapsein a highly-congestedn-
ternetregardlesof the schedulingdisciplineattherouter For
the simulationsin Figure8, therearetenflows, with the TCP
flows all from nodeS1to nodeS3,andthe constant-rat&JDP
flows all from nodeS2to S4. The z-axis showvs the numberof
UDP flows in the simulation,rangingfrom 1 to 9. They-axis
shaws the aggreyategoodput,as a fraction of the bandwidth
on the R1-R2link, for two simulationsets: one with FCFS
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Figure 8: Congestioncollapseasthe numberof UDP flows
increases.

schedulingandtheotherwith WRR scheduling.

For the simulationswith WRR schedulinggachflow is as-
signedan equalweight,andcongestiorcollapseis createdoy
increasinghe numberof UDP flows goingto the R2-S4link.
For schedulingpartitions basedon source-destinatiopairs,
congestiorcollapsewould be createdby increasinghe num-
ber of UDP flows traversingthe R1-R2and R2-S4links that
hadseparatsource-destinatiopairs.

Theessentiafactor behindthis form of congestioncollapse
is notthe schedulingalgorithmat therouter or the bandwidth
usedby a singleUDP flow, but theabsencef end-to-endcon-
gestioncontol for the UDP traffic. The congestiorcollapse
would be essentiallythe sameif the UDP traffic (somavhat
stupidly) resered andpaid for morethan 128 Kbps of band-
width on the R1-R2link in spiteof the bandwidthlimitations
of theR2-S4link. In adatagrammetwork, end-to-endcconges-
tion controlis neededo preventflows from continuingto send
whena large fraction of their pacletsare droppedin the net-
work beforereachingtheir destination.We notethatconges-
tion collapsefrom undeliveredpacletswould not be anissue
in a circuit-switchednetwork wherea sendeiis only allowed
to sendwhenthereis an end-to-enchathwith the appropriate
bandwidth.

2.3 Other forms of congestioncollapse

In addition to classical congestion collapseand congestion
collapsefrom undeliveed padets other potential forms of
congestioncollapseinclude fragmentation-basedongestion
collapse congestioncollapsefrom increasedcontrol traffic,
andcongestioncollapsefrom stalepadets We discussthese
otherformsof congestiorcollapsebriefly in this section.
Fragmentation-basedongestion collapse [KM87, RF95]
consistof thenetwork transmittingfragmentsor cellsof pack-
etsthatwill be discardedat the recever becausehey cannot
bereassemblethto a valid paclet. Fragmentation-basembn-
gestioncollapsecanresultwhensomeof thecellsor fragments
of anetwork-layerpacletarediscardede.g.atthelink layer),
while therestaredeliveredto therecever, thuswastingband-

width onacongesteghath. Thedangerof fragmentation-based

congestioncollapsecomesfrom a mismatchbetweenlink-

level transmissiorunits (e.g., cells or fragments)and higher

layer retransmissiomnits (datagram®r paclets),andcanbe
preventedby mechanismaimedat providing network-layer
knowledgeto the link-layer or vice-versa. One suchmech-
anismis Early Packet Discard [RF95, which arrangeshat
when an ATM switch drops cells, it will drop a complete
frames worth of cells. Anothermechanisnis PathMTU dis-

covery [KMMP88], which helpsto minimize pacletfragmen-
tation.

A variantof fragmentation-basecongestiorcollapsecon-
cernsthe network transmittingpaclets receved correctly by
the transport-lgel at the end node, but subsequentlydis-
cardedby the end-nodebeforethey canbe of useto the end
user[Var9qg. This canoccurwhenweb usersabortpartially-
completedl CPtransferdecaus®f delaysin thenetwork and
thenre-requesthe samedata. This form of fragmentation-
basedcongestiorcollapsecould resultfrom a persistentigh
paclet dropratein the network, andcould be amelioratedoy
mechanismghatallow end-nodeso save andre-usedatafrom
partially-completedransfers.

Anotherform of possiblecongestioncollapse,congestion
collapsefromincreasedctontml traffic, hasalsobeendiscussed
in theresearcltommunity Thiswould becongestiorcollapse
where,asaresultof increasingoad andthereforeincreasing
congestionan increasingly-lage fraction of the bytestrans-
mitted on the congestedinks belongto controltraffic (paclket
headerdor smalldatapaclets,routing updatesmulticastjoin
and prunemessagessessiormessage$or reliable multicast
sessiondD)NS messagegtc.),andanincreasingly-smalrac-
tion of the bytestransmitteccorrespondo dataactuallydeliv-
eredto network applications.

A final form of congestioncollapse,congestion collapse
from stale or unwantedpadets could occurevenin a sce-
nario with infinite buffers and no paclet drops. Congestion
collapsefrom stalepacletswould occurif the congestedinks
in the network werebusy carryingpacletsthatwerenolonger
wantedby the user This could happen for example,if data
transfersook sufficiently long, dueto high delayswaiting in
large queuesthat the userswere no longer interestedn the
datawhenit finally arrived. Congestioncollapsefrom un-
wantedpaclets could occurif, in atime of increasingload,
anincreasindractionof thelink bandwidthwasbeingusedby
pushwebdatathatwasneverrequestedby theuser

2.4 Building in the right incentives

Giventhattheessentiafactorbehindcongestiorcollapsefrom
undelveredpacletsis the absenceof end-to-endcongestion
control,onequestionis how to build the right incentvesinto
thenetwork. Whatis neededs for the network architectureas
awholeto includeincentivesfor applicationgo useend-to-end
congestiorcontrol.

In the currentarchitecturethereareno concreteincentves
for individual usersto useend-to-endcongestiorcontrol,and



thereare,in somecases,'rewards” for usersthatdo not use
it (i.e. they might receie a larger fraction of the link band-
width thanthey would otherwise). Given a growing consen-
susamongthe Internetcommunitythatend-to-endcongestion
controlis fundamentato the healthof the Internet,thereare
someunquantifiablesocial incentves for protocol designers
and software vendorsnot to releaseproductsfor the Internet
thatdo not useend-to-endcongestiorcontrol. However, it is
notsufficientto dependnly onsocialincentvessuchasthese.

Axelrod in “The Evolution of Cooperation’[Axe84 dis-
cussesomeof the conditionsrequiredif cooperationis to be
maintainedin a systemas a stablestate. One way to view
congestiorcontrol in the Internetis as TCP connectionsco-
opefating to sharethe scarcebandwidthin timesof conges-
tion. Thebenefitsof this cooperatiorarethatcooperatingf CP
connectiongansharebandwidthin a FIFO queue usingsim-
ple schedulingandaccountingnechanismsandcanreapthe
benefitsin that shortburstsof pacletsfrom a connectioncan
betransmittedn a burst. (FIFO queueings toleranceof short
burstsreducegheworst-cas@aclet delayfor pacletsthatar-
rive attherouterin a burst,comparedo theworst-casalelays
from perflow schedulingalgorithms). This cooperatie be-
havior in sharingscarcebandwidthis the foundationof TCP
congestiorcontrolin thegloballnternet.

The inescapabl@rice for this cooperatiorto remainstable
is for mechanismso be putin placesothatusersdo not have
anincentve to behae uncooperatiely in thelong term. Be-
causeusersn thelnternetdo not have informationaboutother
usersagainstwhomthey arecompetingfor scarcebandwidth,
the incentve mechanismg&annotcomefrom the otherusers,
but would have to comefrom the network infrastructureit-
self. This paperexploresmechanismshatcould be deployed
in routersto provide a concreteincentve for usersto partici-
patein cooperatre methodwf congestiorcontrol. Alternative
approachesuchas perflow schedulingmechanismsand re-
lianceon pricing structuresarediscussedaterin the paper

Section3 focuseson mechanismdor identifying which
high-bandwidthflows are sufiiciently unresponsie that their
bandwidthshouldbe regulatedat routers. The main function
of suchmechanismsvould beto reduceheincentive for flows
to evadeend-to-enctongestiorcontrol. Thereareno mecha-
nismsat a singlerouterthat aresufficient to obviate the need
for end-to-endcongestioncontrol, or to prevent congestion
collapsen anervironmentthatis characterizey theevasion
of end-to-endccongestiorcontrol. Thereareonly two waysto
preventcongestiorcollapsefrom undeliveredpaclets: to suc-
ceed,perhapghroughincentivesat routers,in maintainingan
ervironmentcharacterizedy end-to-endcongestioncontrol;
or to maintaina virtual-circuit-styleervironmentwherepack-
etsarepreventedrrom enteringthenetwork unlesshenetwork
hassufficient resourcedo deliver thosepacletsto their final
destination.

3 Identifying flowsto regulate

In this sectionwe discusghe rangeof policiesaroutermight
useto identify which high-bandwidtHlows to regulate. For a
routerwith active queuemanagemerguchasRED[FJ93, the
arrival ratesof high-bandwidthflows can be efficiently esti-
matedfrom therecentpacletdrophistoryattherouter[FF97.
Becausehe RED paclet drop history constitutesa random
samplingof thearriving paclets,aflow with a significantfrac-
tion of thedroppedpacletsis likely to have a correspondingly-
significantfraction of the arriving paclets. Thus,for higher
bandwidthflows, a flow’s fraction of the droppedpacletscan
beusedto estimateghatflow’s fractionof thearriving paclets.
For the purpose®f this discussionywe assumehatroutersal-
readyhave somemechanisnfor efficiently estimatingthe ar-
rival rateof high-bandwidtHlows.

The router only needsto considerregulating those best-
effort flows using significantly more than their “share” of
the bandwidthin the presencef suppressedemandasevi-
dencedvy pacletdrops)from otherbest-efort flows. A router
can“regulate”aflow’s bandwidthby differentiallyscheduling
pacletsfrom that flow, or by preferentiallydroppingpaclets
from thatflow attherouter[LM96]. Whencongestioris mild
(asrepresentedby a low paclet droprate),a routerdoesnot
needto take ary stepgo identify high-bandwidtHlows or fur-
thercheckif thoseflows needto beregulated.

Thefirsttwo approachem this sectionassumehata“flow”
is definedon the granularityof sourceanddestinationlP ad-
dressesand port numbers,so eachTCP connectionis a sin-
gle flow. The approachdiscussedn Section3.3, of identify-
ing flows that usea disproportionateshareof the bandwidth
in times of congestioncould also be usedon aggreatesof
flows. This useof aggreyationis mostlikely to be attractve
for routersin the interior of the network with a high degree
of statisticalmultiplexing, whereeachflow usesonly a small
fractionof theavailablebandwidth.For suchahigh-bandwidth
backbonerouter, flow identificationand paclet classification
onafine-grainedasisis not necessarilya viableapproach.

Theapproachediscussedh this sectionaredesignedo de-
tecta small numberof misbehaing flows in an ervironment
characterizedby conformantend-to-endcongestioncontrol.
They would notbe effective asa substitutefor end-to-endton-
gestioncontrol,andareonly usefulasanincentiveto limit the
benefitsof evading end-to-endcongestioncontrol. The only
effective substitutdor end-to-enatongestiorcontrolwould be
a virtual-circuit-stylemechanisnthat preventedpacletsfrom
being senton the first link of a paclet unlesssuficient re-
sourcesvereguaranteedo be availablefor that paclet along
all hopsof theend-to-endgath.

Additionalissueshotaddressetlurtherin this paperarethat
practicessuchas encryptionand paclet fragmentationcould
malke it moredifficult for routersto classifypacletsinto fine-
grainedflows. The practiceof packet fragmentationshould
decreaseavith the useof MTU discorery[MD90]. Theuseof



encryptionin the IP SecurityProtocol (IPsec)[KA98] could
preventroutersfrom usingsourcelP addresseandport num-
bersfor identifying someflows; for this traffic, routerscould
usethetriple in thepacletheadethatdefineshe SecurityAs-
sociationto identify individual flows or aggrejatesof flows.

The policies outlined in this sectionfor regulating high-
bandwidthflows rangein the degreeof caution. One policy
would be only to regulate high-bandwidthflows in times of
congestionwhenthey are known to be violating the expec-
tationsof end-to-endcongestiorcontrol, by beingeitherun-
responsie to congestionasdescribedn Section3.2) or ex-
ceedingthe bandwidthusedby any conformantTCP flow un-
der the samecircumstance¢asdescribedn Section3.1). In
thiscaseanunresponsieflow couldeitherberestrictedo the
samebandwidthas a responsie flow (the more cautiousap-
proach),or could be given lessbandwidththan a responsie
flow (thelesscautiousbut morepowerful approach.)rhe sec-
ondresponsevould provide aconcretancentive for theuseof
end-to-enatongestiorcontrol,but would alsoincludethedan-
gerof incorrectlythrottling flows thatarein factusingconfor
mantend-to-enctongestiorcontrol.

Anotherpolicy would be to regulateary flows determined
to be using a disproportionateshareof the bandwidthin a
time of congestion(asdescribedn Section3.3). Suchflows
might be unresponsie to congestionpr might simply be us-
ing conformantongestiortontrolcoupledwith asignificantly
smallerroundtriptime or largerpacketsizethanothercompet-
ing flows. The mostappropriataesponseo a flow identified
asusingadisproportionatshareof thebandwidthis to usethe
more cautiousapproachof simply restrictingthat flow to the

connectioris T Bps,for

7 < L5V2/3xB
— R*\/ﬁ ?

for aTCP connectiorsendingpacletsof B bytes,with afairly
constantoundtriptime, including queueingdelays,of R sec-
onds.Thisequatioris discusseih moredetailin AppendixB.
To apply this test,for eachoutputlink, a routershouldknow
the maximumpaclet size B in bytesfor pacletson thatlink,
andaminimumroundtriptime R for ary flows usingthatlink.

Theroutercanuseits measuremerdf the aggregatepaclet
dropratefor eachlink outputqueueoverarecentime intenal
to estimatep, the paclketdroprateexperiencedy a particular
flow. Giventhe paclet drop rate p, the minimum roundtrip
time R, and the maximum paclet size B, a router can use
equation(1), or the improved form of the equationgivenin
[PFTK98, to easilycalculatethe maximumarrival rate from
a conformantTCP connectionin similar circumstancesAc-
tual TCP connectionswill generallyuselessthanthis maxi-
mum bandwidth,becauséhey have limited demanda longer
roundtriptime,awindow sizelimitation, asmallerpacletsize,
a less-aggressgé TCP implementationa recever that sends
delayedACKs, or additionalpaclet dropsfrom elsavherein
thenetwork.

GivenR andB, equation(1) reducego asimpletableatthe
router: if the steady-statpacletdroprateis “x’, thenthe ar
rival rateof anindividualflow shouldbeatmost‘y”. If aflow’s
droprate(the ratio of a flow’s droppedpacletsto its arriving
paclets)is lower thanthe aggreyatedrop rate for the queue,

1)

Samd)andwidtl’seerby Otherresponsjeﬂows_ This response therouterwill overestimatehe flow’s actualdrop rate,but at

essentiallyconstitutesa modifiedandlimited form of perflow
schedulingthatis only invoked for high-bandwidthflows in
timesof congestion.

Thefollowing sectiongdiscussssuesn detectinglowsthat
areunresponsie,not TCP-friendly or simply usingdispropof
tionatebandwidthin atime of congestion.

3.1 Identifying flowsthat are not TCP-friendly
Definition: TCP-friendlyflows We sayaflow is TCP-friendly
if its arrival rate does not exceedthe arrival of a confor
mantTCP connectionn the samecircumstancesThe testof
whetheror not a flow is TCP-friendly assumed CP can be
characterizethy a congestiomesponsef reducingits conges-
tion window at leastby half uponindicationsof congestion
(i.e., windows containingpaclet drops),andof increasingts
congestiorwindow by aconstantateof atmostonepacletper
roundtriptime otherwise.This responséo congestioneadsto
amaximumoverall sendingratefor a TCP connectiorwith a
givenpaclet lossrate, paclet size,androundtriptime. Given
a paclet droprateof p, the maximumsendingratefor a TCP

thesametime will underestimatéheflow’sarrival ratein Bps.
Theseeffectstendto canceljmplying theestimateshouldnot
leadto problemswith incorrectidentificationof unresponsie
or unfriendly flows. This is confirmedby our simulationsto
date.

Thetestof TCP-friendlinesgloesnot attemptto verify that
a flow respondsto eachand every paclet drop exactly as
would a conformanfTCPflow. It doeshoweverassume flow
shouldnotusemorebandwidththanwouldthemostaggressie
conformantTCP implementatiorin the samecircumstances.
The TCP protocolitself is subjectto changeandthe conges-
tion control mechanismsisedto derive equation(1) could at
somepointbechangedy thelETF (InternetEngineeringrask
Force),the responsiblestandard®ody. Neverthelessthetwo
limitationson TCP’swindow increaseanddecreasealgorithms
have beenfollowed by all conformantTCP implementations
since 1988 [Jac88, and have an installed basein the end-
systemsof the Internetthat will persistfor sometime, even
if at somepointin the future changesmight be proposedo
the TCP standardso allow moreaggressie responseto con-
gestion.As long asbest-efort traffic is dominatedoy suchan
installedbaseof TCPtraffic, it would bereasonabléor routers
to restrictthe bandwidthof ary best-efort flow with anarrival



rate higherthanthat of ary conformantTCP implementation
in the samecircumstances.

The TCP-friendlytestdoesnot attemptto detectall flows
which are not TCP-friendly For example,the router might
know a lower boundon ary flow’s roundtrip time, but the
router doesnot know ary flow’s actualround-triptime. For
routerswith attachedinks with large propagatiordelays,the
TCP-friendlytestof equation(1) givesa usefultool for iden-
tifying flows which arenot TCP-friendly For routerswith at-
tachedlinks of smallerpropagationdelay the TCP-friendly
testof equation(l) is lesslikely to identify any unfriendly
flows. Suchrouterscannotexcludethe possibility thata con-
formantTCPflow couldreceveadisproportionatshareof the
link bandwidthsimply becauseét hasa significantly smaller
roundtriptime thancompetingT CP flows.

Limitations of this Test The TCP-friendlytestcanonly
be appliedto aflow atthelevel of granularityof asingleTCP
connection.

It canbe difficult to determinghe maximumpacletsize B
in bytesor aminimumroundtriptime R for aflow. An individ-
ual flow whosearrival ratesignificantlyexceedghe maximum
TCP-friendlyarrival rateis eithernot usingTCP-friendlycon-
gestioncontrol, or haslarger pacletsor a smallerround-trip
time thanassumedy the router Closeto 100%of the pack-
etsin theInternetare1500bytesor smaller[ TMW97]; routers
coulddetectthosehigh-bandwidtHlows thatuselarger pack-
etssimply by observingthe sizesof pacletsin therecenthis-
tory of droppedpaclets.However, thereis no simpletestfor a
routerto determingheend-to-endound-triptime of anactive
connection.

The minimum roundtriptime R could be setto twice the
one-way propagationdelay of the attachedlink; this would
limit theappropriatenessf this testto thoserouterswherethe
propagatiordelayof the attachedink is likely to be a signifi-
cantfractionof theend-to-endlelayof a connections path.

Careshouldbe taken to only apply the TCP-friendly test
to measurementken over a sufficiently large time interval.
Thetime periodshouldnot correspondo only oneor two flow
round-triptimes. If averylong round-triptime flow is incor-
rectly identifiedasnot TCP-friendlybecausef a shortmea-
surementnterval relative to its roundtriptime, thentherouter
will noticethe flow’'s delayedresponsédo congestiora short
time later, and can respondaccordingly(e.g. by remaoving
bandwidthrestrictionst mayhave applied,seebelow).

Anotherconsideratiornin applyingequation(1) is the preva-
lenceof pacletdropsfrom buffer overflon. Equation(1) only
appliesfor non-kursty packet drop behaior, wherea flow re-
ceivesat mostonepacletdrop perwindow of data,andthere-
fore eachpaclet drop correspondso a separatendicationof
congestiorio theendnodes.In particular whencongestions
high, andthereis significantbuffer overflow, multiple paclets
droppedrom awindow of dataarelik ely to befairly common.

Responseby the Router: Our proposalis that routers
shouldfreely restrictthe bandwidthof best-efort flows deter

mined not to be TCP-friendlyin timesof congestion. Such
flows are“stealing” bandwidthfrom TCP-friendlytraffic and,
more seriously are contrikuting to the dangerof congestion
collapse. Any suchflow shouldonly have its bandwidthre-
strictionremovedwhenthereis no longerary significantlink
congestionpr whenit hasbeenshowvn to reducédts arrival rate
appropriatelyin responseo congestion.

Example Test a TCP-friendlytest One possibility for a
TCP-friendlytestthatwe exploredin simulationswould beto
identify a high-bandwidttbest-efort flow asnot TCP-friendly
if its estimatedarrival rateis greaterthan1.458/(R,/p), for
B the maximumpacletsizein bytes,R twice the propagation
delay of the attachedink, and p the aggreyate paclet drop
ratefor thatqueue. A flow’s restrictionwould be removedif
its arrival ratereturnsto lessthan1.22B/(R,/p), for the new
pacletdropratep.

3.2

The TCP-friendlytestis basedn the specificcongestiorcon-
trol responsesf TCP, andmary routersmay not wantto use
sucha“TCP-centric’measureThe TCP-friendlytestis alsoof

limited usefulnesgor routersunableto assumestrongbounds
on TCP paclet sizesand round-triptimes. A more general
testwould be simply to verify thata high-bandwidtiflow was
responsivdi.e. its arrival rate decreasesappropriatelyin re-

sponsdo anincreasegacketdroprate).

Equation(1) shavs thatfor a TCP flow with persistente-
mand,if thelong-termpacket drop rate of the connectionn-
creasedy afactorof z, thenthe arrival rate from the source
shoulddecreaséy afactorof roughly/z. For example,if the
long term paclet drop rateincreasedy a factorof four, than
the arrival rate shoulddecreasdy a factorof two. This sug-
gestsa testfor identifying unresponsie flows if thedroprate
is changing.If the steadystatedroprateincreasedy afactor
z, andthe presentedoad for a high-bandwidthtflow doesnot
decreasdy afactorreasonablyloseto 1/z or more,thenthe
flow canbe deemechot to be usingcongestiorcontrol (unre-
sponsie). Similarly, if the steadystatedroprateincreasedy
afactorz, andthe presentedoad for aggraeyatedtraffic does
notdecreasby afactorreasonablyloseto 1/z or more,then
eitherthemix of theaggreatedraffic haschangedor thetraf-
fic asanaggraateis not usingcongestiorcontrol,andcanbe
catgyorizedasunresponsie.

Applying thistestto aflow requiresestimate®f aflow’sar
rival rateandpacletdroprateover severallong timeintenvals.
The flow’s arrival rate could be estimatedrom the history of
pacletdropsmaintainedy active queuemanagemengndthe
flow’s paclketdropratecouldbe estimatedisingthe aggreyate
pacletdroprateatthequeue.

This test doesnot attemptto detectall flows that are not
respondindgo congestionbut is only appliedto thehhighband-
width flows. Whenthepacletdroprateremaingelatively con-
stant,no flows will beidentifiedasunresponsie. In addition,

Identifying unresponsve flows



therouterhaslimited informationabouttheflow’sresponseto

congestion. The primary congestionindicationsexperienced

by aflow might be comingfrom elsavherein the network. In
addition, the arrival rate seenby a routeris a resultnot only
of the sendingrate,but alsoof the drop rateexperiencedy a
flow ata congestedink earlieronits path.

An additionalrefinementf this“responsienesstestwould
be to distinguishthree separatesubcasesflows with an in-
creasingr relatively constantveragearrival rate(asindicated
by thedropmetric)in thefaceof anincreasingpacletdroprate
attherouter;aflow whoseaveragearrival rategenerallytracks
longertermchangesn the pacletdroprateattherouter;anda

3.3 Identifying flows using disproportionate

bandwidth

A third testwould besimplyto identify flowsthatuseadispro-
portionateshare of the bandwidthin timesof high congestion,
where a disproportionateshareis definedas a significantly
largersharethanotherflowsin the presenc®f suppressede-
mandfrom someof the otherflows. A routermight restrict
thebandwidthof suchflows evenif theflows areknown to be
usingconformanfTCPcongestiorcontrol. A conformanfTCP
flow couldusea “disproportionateshare”of bandwidthunder
several circumstancesif it wasthe only TCP with sustained
persistendemand,or the only TCP usinglarge windows, or

flow whoseaveragearrival rateseemso changendependently {he onjy TCP with a significantly smallerroundirip time or

of changesn therouters pacletdroprate.

Limitations of this Test As discussedn the previoussec-
tion, careshouldbe taken when applying this test. In par
ticular, a testfor unresponsienesss lessstraightforvard for
a flow with a variabledemand. In additionto possibleend-
to-endcongestiommechanismsuchassendersadjustingtheir
codingratesor recevverssubscribingand unsubscribingrom
layeredmulticastgroups,the original datasourceitself could
be ON/OFFor otherwisehave strongratevariationsovertime.
If ahigh-bandwidtHlow is restrictedbecausé hasbeeniden-
tified asunresponsie,andit is laterdeterminedo berespond-
ing to congestiorby reducingits arrival rate,thenthe restric-
tion is removed.

If theonly testsdeployedalonga pathweretestsfor respon-
sivenessthis could give flows an incentive to startwith an
overly-highinitial bandwidth. Sucha flow could thenreduce
its sendingratein responseo congestionandstill receve a
largershareof thebandwidththancompetingflows.

Responsedy the Router: Theroutershouldfreely restrict
thebandwidthof best-efort flows determinedo beunrespon-
sive in timesof congestion.Suchflows are “stealing” band-
width from responsie TCP-friendlytraffic, and,moreimpor-
tantly, increasinghedangerof congestiorcollapse.

Insteadof applyingthe testpassiely by observinghow the
flow’s arrival ratechangesn responséo changesn the paclet
drop rate, anotherpossibility would be to apply the testac-
tively. This could be done by purposefullyincreasingthe
paclet drop rate of a high bandwidthflow in times of con-
gestion,andobservingwhetherthe arrival rate of the flow on
thatlink decreaseappropriately

Example Test atestfor unresponsivenes®nepossibility
for an unresponsienesgestis to identify a high-bandwidth
best-efort flow as unresponsie if the paclet drop rate in-
creasesy more than a factor of four, but the flow’s arrival
ratehasnot decreasetb below 90%of its previousvalue.Re-
strictionswould be removed from an unresponsie flow only
if, afteranincreasegacletdroprate,its arrival ratereturnsto
at mosthalf of its arrival ratewhenit wasrestricted.

largerpaclet sizesthanotheractive TCPs.

Let n be the numberof flows with paclet dropsin the re-
centreportinginterval. The most obvious testto checkif a
flow was usinga disproportionateshareof the bandwidthin
timesof congestionvould be to testif the flow’s fraction of
theaggraeyatearrival ratewasgreatethansomesmallconstant
times1/n, whenthe aggre@atepaclet drop rate was greater
thansomepreconfiguredhresholddeemedsanunacceptable
level of congestionOur testis amodificationof thisapproach
that,insteadof usinga preconfiguredhresholdfor theaccept-
able paclet drop rate, simply allows for greaterskewedness
in the distribution of best-efort bandwidthwhenpaclet drop
ratesarelower. Thegoalis only to preventflows from usinga
highly disproportionateshareof the bandwidthwhenthereis
likely to be“sufficient” demandrom otherbest-efort flows.

Thefirst componenbf the disproportionate-bandwidtiest
is to checkif a flow is usinga disproportionateshareof the
bandwidth We defineaflow asusingadisproportionateshae
of the best-efort bandwidthif its fraction of the aggrejatear-
rival rateis morethanlog(3n) /n, for log thenaturallogarithm.
We chosethis fractionbecausét is closeto one(i.e., 0.9) for
n equalto two, andgrows slowly asamultiple of 1/n.

The secondcomponentof our testtakes into accountthe
level of congestioritself, asreflectedin the aggreyatepaclet
dropratep. We definea flow ashaving a high arrival raterel-
ativeto thelevel of congestionif its arrival rateis greaterthan
c/+/p Bpsfor someconstantc. This definition is motivated
by our characterizatiom the appendixof therelationshipbe-
tweenthe arrival rateandthe paclet dropratefor conformant
TCR For our simulationswe setc to 12,000,which s closeto
1.51/2/3B/R for B = 512 bytesandR = 0.05 seconds.

Limitations of this Test Gaugingthe level of unsatisfied
demands problematic.For alarge round-triptime TCP flow
with persistentlemanda single paclet drop canrepresent
significantsuppressedemand.For a shortbursty web trans-
fer, a single paclket drop might not meanmuchin terms of
unsatisfiedlemand.

Responseby the Router: A conserative approachwould
beto limit therestrictionof a high-bandwidtiresponsie flow
so that over the long run, eachsuchflow recevesas much



bandwidthasthe highest-bandwidthunrestrictedlow. In re- speedsindthe numberof active flows perlink bothincrease.
stricting the bandwidthof a high-bandwidthflow thathasnot Apartfrom considerationsf implementatiorefficiency, how-
beenidentifiedaseitherunresponsieor not TCP-friendly care ever, FCFSschedulings in mary waystheoptimalscheduling
shouldbetakennotto “punish” it by restrictingits bandwidth algorithmfor a classof traffic wherethe long-termaggreyate
too severely. arrival rateis restrictedby eitheradmissioncontrolsor, in the
Example test adispoportionate-bandwidthest Let p be caseof best-efort traffic, by compatibleend-to-enadongestion
the aggrejatepaclet drop rate for the unrestrictechest-efort controlproceduresin comparisorto Fair QueueingDKS9(]
traffic, andlet n be the numberof flows with paclet dropsin or RoundRobinschedulingFCFSschedulingeduceshetail
themostreceninterval. Onepossibilityfor adisproportionate- of thedelaydistribution[CSZ93. In particular FCFSschedul-
bandwidthtestwould be to identify a best-efort flow asus- ing allows pacletsarriving in asmallburstto betransmittedn
ing disproportionate-bandwill if the estimatedarrival rateis aburst,ratherthanhaving the paclets“spreadout” andbede-

greaterthan 12,000/,/p and the arrival rate is also greater
thana fractionlog(3n)/n of the best-efort bandwidth. The
restrictionwould be removedwhenoneof theseconditionsis
nolongertrue.

4 Alter nate approaches

layedby thescheduler

In somesense FCFSschedulingand perflow Fair Queue-
ing or RoundRobin schedulingare two endsof a spectrum.
The middle rangesof the spectrumwould include not only
FCFS scheduling,enhancedby mechanismdor the differ-
ential treatmentof unresponsie flows, but could also in-
clude relaxed variantsof perflow schedulingthat allow for
smallburststo be transmittedby eachflow andincludeaddi-

An alternatve to the useof the router mechanism$)roposed tionalincentvesfor end-to-end:ongestiorcontrOI. This mid-

in this paperwould be the ubiquitousdeployment,at all con-
gestedroutersin the Internet,of perflow schedulingmecha-
nismssuchasround-robinor fair queueingschedulingln gen-
eral,perflow schedulingalgorithmsseparatehgchedulgack-
etsfrom eachflow, dividing theavailablebandwidthamonghe
variousflows andproviding isolationbetweerthem. Perflow

schedulingmechanismst routerswould indeedtake careof

mary of the fairnessissuesconcerningcompetingbest-efort

flows. With perflow schedulingjt mightalsoseemthatthere
is no needfor further mechanismso identify andrestrictthe
bandwidthof best-efort flows thatdo notuseappropriateend-
to-end congestioncontrol. In this sectionwe arguethat (1)

even routerswith perflow schedulingmechanismstill need
additional mechanismsas an incentie for best-efort flows

to useend-to-endcongestiorcontrol; and (2) FCFSschedul-
ing hassomeadwantagedor best-efort traffic that are apart
from issuef implementatiorefficiency or incentvesregard-
ing end-to-endcongestiorcontrol.

As we have seenin Section2, perflow schedulingcannot,
by itself, prevent congestiorcollapsefrom undelveredpack-
ets. To whatextentwouldtheuseof perflow schedulingnech-
anismsencouragend-to-enatongestiortontrolfor best-efort
traffic? Recommendationfor the ubiquitousdeploymentof
perflow schedulingfor best-efort traffic arebasedon anas-
sumptionthatin a heterogeneousorld, best-efort flows can-
notberelieduponto beresponsieto congestionandtherefore
they shouldbe isolatedfrom eachother In somesenseper
flow schedulinghasincentivesin thewrongdirection,encour

dle rangewould alsoinclude FCFSschedulingwith differen-
tial droppingfor flows usinga disproportionateshareof the
bandwidth[LM96], or schedulingnechanismsuchasClass-
BasedQueueing(CBQ) [FJ9] or StochasticFair Queueing
(SFQ)[McK90] that canoperateon levels of granularitybe-
tweenthe two extremesof eithera single flow or the entire
aggreyateof best-efort traffic.

The differential treatmentof unresponsie flows can con-
sistof preferentiallydroppingpacletsfrom unresponsieflows
while keepingthosepacletsin the samequeue or of reclassi-
fying pacletsfrom unresponsie flows to a separatejueueor
gueuesAnotherchoiceconcernghegranularityat whichreg-
ulation should be applied. The approachesutlinedin Sec-
tions 3.1 and 3.2 of identifying unfriendly or unresponsie
flows canbestbe appliedto thelevel of granularityof a single
flow; theresponsienesof anaggreateof flows is quite dif-
ferentfrom theresponsienes®f asingleflow. In contrastthe
approactoutlinedin Section3.3of identifyingflows usingdis-
proportionatdandwidthcouldalsobeappliedto aggrejateof
flows. As with any schedulingor paclet droppingmechanism
appliedto anaggreyate thereis a fundamentatjuestionof the
relative allocationof scarcenetwork resourcedo the various
aggregjates Thisissueremaingproblematicevenatthelevel of
granularityof singleflows: anapplicationcanopenN sepa-
rateflows to the samedestinatiorinsteadbf one,for example?
or frequentlychangegoort numbergor active flows.

A morespeculatreissueis whethemin-maxfairnesss the
ideal fairnessmetric to usefor best-efort traffic at a specific

agingflows to make surethat “their’ queuein the congested router Min-maxfairnesshasthe adwantageof beingsimpleto

routernever goesempty(sothatthey neverlose“their” turnat
scheduling).

An adwantageof simple FCFS schedulingover perflow
schedulingis that FCFS schedulingis more efficient to im-
plement. Implementatiorefficiency canbe a concernaslink

defineatarouter;indeedijt is thebasisfor ourapproachn this
paperfor definingflows usinga disproportionateshareof the

2This particularform of evasionof end-to-endcongestiorcontrol would
bereducedby the developmentof mechanismgor sharedcongestiorcontrol
amongflows with the samesourceanddestinatior{FI099).
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A OneTCP connectionor many?

This sectiondiscusseshe negative impacton the network of
breakinga singleTCP connectiorinto multiple connectionst
the applicationlevel to increasehroughput.In particular we

terpretsary packetdropin awindow of dataasanindicationof
congestionandrespond$y reducingthe congestiorwindow
atleastin half. Secondduringthecongestioravoidancephase
in theabsencef congestiontheTCPsendeincreaseshecon-
gestionwindow by at mostone packet per roundtriptime (or

shav that while the use of concurrentconnectionsncreases more precisely by at mostone paclet per window of data).

throughputor thoseapplicationghatbreaka TCP connection
into multiple connectiongrelative to thoseapplicationghatdo
notdothis), it alsoincreaseshe packetdropratesharecby all
of the best-efort traffic (seealso[BPSt98]). Breakinga sin-
gle TCP connectiorinto multiple connectionss oneexample
of apossiblespiral of increasingly-aggress TCP congestion
control behaiors thatleadsto increasingpaclet drop ratesin
thelnternet.

For a TCP connectionthat hasbeenseparatednto N dif-
ferentTCP subconnections singlepaclketdropresultsin one
of the N subconnectiongeceving 1/N-th of the aggreyate
bandwidth,having its throughputcut in half. Thus,a single
pacletdropcausesheaggreyatearrival rateto bedroppedo a

Thesetwo componentdeadto a simplerelationshipbetween
the“steady-statepacletdropraterecevedby a TCPconnec-
tion, and the “steady-state’averagethroughputachieed by
thatconnection.

Therearemary reasonsvhy conformanfT CPimplementa-
tions might respondto congestionessaggressiely than al-
lowed by the limits of congestioncontrol describedabove.
TCP implementationdiave potentially-longdelaysdueto re-
transmittimeouts;at times, TCP sendersnvoke slow-startin
respondingo congestionT CP connectionsnaybelimited by
maximumboundson the window size,imposedby buffering
or lack of window scalingat eitherat the senderor recever;
for TCP connectionsvherethe recever only sendsan ACK

fraction (2N — 1)/(2N) of its previousvalue. Then,because paclet for every two datapaclets,the TCP senderincreases

eachTCP subconnectiorontinuesto increasets congestion

the congestiorwindow by lessthanone paclet per roundtrip

window by onepaclet perRTT for thoseTCP subconnectionstime.

thathave notyetreachedherecever'sadwertisedwindow, the
aggrejateTCP connectionsogethelincreaseheir arrival rate
by upto N pacletsper RTT. This is much more aggressie
congestiorcontrolthatwould leadto acorrespondingly-lager
steady-statpacletdropratein thelnternet.A routercouldde-
tecta TCPconnectiorthathadbeenseparateéhto V different
TCPsubconnectionky definingthe granularityof a“flow” by
sourceanddestinatioriP addressesnly.

B Characterizing TCP-friendly flows

Since congestion control was introduced to TCP in
1988[Jac88, TCPflowsin thelnternethave usedpacletdrops
asanindicationof congestionandhaverespondedtby reducing
theirofferedloadby half for eachwindow of dataexperiencing
a pacletdrop. For aresponsie flow with persistendemand,
increasingthe paclket drop ratefor a flow at a routershould,
aftera shortdelay resultin a decreasedarrival ratefrom that
flow atthatrouter In this sectionwe give anupperboundon
thearrival ratefrom ary singleconformantlT CP connectiorat
arouter, givena steady-statpaclet droprateat the router an
upperboundonthe TCPpacletsize,andalowerboundonthe

TCP connections roundtriptime. Usingthis characterization,

routerscan characterizeselectedflows as using more band-
width thanwould any TCPflow in the samecircumstances.
In this sectiorwe exploretherelationshipbetweerthrough-
put and the paclet drop rate for a conformantTCP connec-
tion [Flo91, OKM96, MF97, MSMO97. By a conformant
TCP connectionwe meana TCP connectiorwherethe TCP
senderfollows the following two essentiatomponent®f to-
day’s TCP congestiorcontrol. First, the TCP datasenderin-

We assumea steady-statenodel of TCP asintroducedin
Sectiorb of [Flo91]. Forthepurpose®f heuristicanalysiswe
assumasinglepacletis droppedrom a TCPconnectioreach
time the congestiorwindow is increasedo W paclets (and
neverwhenthe congestiorwindow is belov W paclets). The
steady-statenodelassumesa non-zerdout non-turstyaverage
pacletdroprateof p, whereanindividual TCP connectiorhas
atmostonepacletdropin awindow of data. The TCP sender
respondgo a paclet drop by cutting the congestionwindow
at leastin half. After a paclet is dropped,the TCP sender
increasests congestiorwindow by at mostone paclet each
roundtriptime, until the congestiorwindow againreachests
old value of W paclets(and, in steadystate,the TCP con-
nectionrecevesanothemaclet drop). Theassumptiorin this
modelof a deterministicandrepeatablgattern,althoughad-
mittedly unrealistic Jeadsto resultsverified by simulationsin
this sectionand by independentiyderived and morerigorous
analysisin [OKM96, LM97, PFTK99. Theequationthatre-
sultsfrom this steady-statenodelhasalsobeenproposedasa
basisfor new congestion-contrahechanismfMF97].

We considera TCP connectionsendingpaclets (or more
precisely seggments) of B bytes, with a fairly constant
roundtriptime, includingqueueinglelaysof R secondsEach
timeapacletis droppedtheTCPsendehasacongestiorwin-
dow of W paclets.

By decreasingts window by at leasthalf for eachpaclet
dropandincreasingts window by at mostoneperround-trip
time afterwards,the TCP sendetransmitsatleast

W
—+

- @

w 3
—+1 ~ W2
(% 1) sovw

pacletsfor eachpacletdropped.Thefractionp of thesenders
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pacletsthataredroppedis thenboundedby the reciprocalof
thatvalue:
8

< .
P=3pm

3
Fromequation(3),
W <

\/?
— 3p‘

For our steady-statenodel assuminga link with steady-
statepacletdropratep, equation(4) givesthe maximumcon-
gestionwindow W of a TCP connectionwhen a paclet is
dropped. With a steady-statgaclet drop rate of p in the
steady-statenodel,the TCP connectionsends%W2 paclets
betweerpaclet drops. Becausehe congestiorwindow is de-
creasedy at leasthalf, andincreasedy at mostone paclet
perroundtriptime, thereareat leasti¥/2 roundtriptimesbe-
tweenpaclet dropsin the steady-statenodel. The maximum
sendingratefor a TCP connectionover a single cycle of the
steady-statenodelis thusT' Bps,for

(4)

< 0.75*W*B'

T
R

Substitutingor W from equation(4), we get

7 < 15V2/3+B
= R*\/I—) -

This upperboundon TCP’s averagesendingrate appliesfor
ary conformanfT CPthatdecrease#s congestiorwindow by
at leasthalf, and, after the congestiorwindow hasbeende-
creaseddy half, increaseshe congestiorwindow by at most
one paclet per roundtriptime 3 Thus, this upperboundalso
appliesto a TCP restrictedby the recever’s adwertisedwin-
dow, or by TCPvariantssuchasVegasTCPwhich sometimes
refrainfrom increasinghecongestiorwindow duringthecon-
gestionavoidancephase Assuminga steady-statpacletdrop
rate of p, andthus, in the steady-statenodel, that the TCP
connectiongetsto send1/p paclets betweenpaclet drops,
clearlythe TCP connectiommaximizesits averagethroughput
by increasingts congestiorwindow by the maximumallowed
amounteachroundtriptime.

This mightatfirst seemcounterintuitive. However, thepur-
poseof the steady-statenodelin this sectionis to explorethe
relationshipbetweerthe steady-statpaclet drop rateandthe
steady-statarrival rate from the TCP connection. Certainly
in a specificscenariowith all elsebeingequal,a TCPthatre-
frainsfrom increasingts congestiorwindow fromtimetotime
mightincreaseats own throughpuby decreasingheaggrejate
pacletdroprate. Thisdoesnotchangehefactthattheinequal-
ity in equation(1) still describeghe relationshipbetweerthe
pacletdroprateandthearrival ratefor thatconnection.

()

3Thesameresultwasderived by [OKM96], usinga morerigorousmodel,
with aconstanof 1.3insteadof 1.22(x 1.54/2/3).

For TCP connectionsvherethe datarecever sendsat most
oneACK for everytwo paclets,we couldshav a strongeiup-
per boundon the sendingrate. For a TCP connectiornwith a
delayed-ACK recever, the senderreceves one acknavledg-
mentfor every two packets, andincreasests window more
slowly thata TCP connectiorthatrecevesan ACK for every
paclet. With adelayed-ACK recever, thefractionof thatcon-
nections arriving pacletsthataredroppeds

1 1

p= ~ : (6)
S W/2+i/2)  (B/HW?
This givesanupperboundon thearrival rateof
1.5\/1/3% B
T< —Y -~ —. 7
T, (7)

Although the languagen this paperrefersonly to paclet
drops, proposalshave beenmadeto add explicit congestion
notificationto TCP/IP[FIo94, RF99]. If explicit congestion
notificationweredeployed, theninsteadof droppinga paclet
to provide feedbackaboutcongestiona router could simply
“mark” pacletsby settingthe the Explicit CongestiorNotifi-
cationbit in pacletheaders.

Limitations of the Model: Equations(5) and (7) do not
take into accountTCP delaysdue to waiting for retransmit
timersto time out. Thus,equation(5) drasticallyoverestimates
the bandwidthfor steady-statscenariosvhenthe congestion
window W is lessthanfour pacletswhenapacletis dropped.
From equation(4), this occurswhenthe paclet drop rateis
16%or higher (If thecongestiorwindow is four or higher, the
TCP connectioncanrecover from a single paclet drop using
FastRetransmitafterreceving severalduplicateacknavledg-
ments.If thecongestiorwindow is smaller thenthe TCPcon-
nectiongenerallyhasto wait for aretransmitimeout.[FF96])
In theextremecasefor apacletdroprateof 100%,our steady-
statemodelwould assumeéhatthe TCP connectiorstubbornly
sendsone paclet every roundtriptime, and equation(5) (be-
causeit usedan approximationin equation(2)) givesa TCP
sendingrate of slightly over one paclket per roundtrip time.
Incorporatingthe notion of retransmittimer bacloff in the
model,asin [PFTK9§, givesamuchmorerealisticresult.

B.1 Simulations verifying the “TCP-friendly”
characterization

In this sectionwe usesimulationsto looselyverify the “TCP-
friendly” characterizationin equation(5). This equation
has also beenverified with simulationsand experimentsin
[MSMO97].

Figure9 illustratesthe simulationtopologyusedto evaluate
the “TCP-friendly” characterizationThe solid line in the top
graphof Figure 10 shawvs the TCP-friendly bandwidthfrom
equation(5) asa functionof the pacletdroprate. Thisis also
shawvn in the straightline in the bottom graph. The curved
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Figure9: Simulationnetwork.

solidline in thebottomgraphshavstherevisedequatiorfrom
[PFTK9g. Figure 10 assumes TCP connectionwith min-
imum roundtriptime of R = 0.06 secondsanda maximum
pacletsizeof B = 1460 bytes. The z-axisshavs p, thefrac-
tion of arriving pacletsthataredroppedandthey-axisshavs
T, theupperboundon TCP arrival ratein KBps. The bottom
graphrepeatghetop graphonalog-log scale.

Eachdashedine in Figure10 shavs theresultsfrom a sin-
gle simulationset. Eachsimulationconsistsof two competing
connectionspne TCP and the other UDP, from node S1to
nodeS4. For eachsimulationsetthe sendingrate of the UDP
flow rangedrom zeroupto theavailablebandwidthof thecon-
gestedink. Therouteruses=CFSschedulingagndRED queue
management.The RED paclet drop mechanismsre gener
ally ableto prevent both the FIFO buffer from overflowing
and RED’s averagequeuesize from exceedingits maximum
threshold.The TCP connectiorseesa roundtriptime, includ-
ing queueinglelay of roughly60 ms.

Eachsimulationis representedby a numberin Figure 10.
Thesimulationsn asimulationsetdiffer from eachotheronly
in the sendingrate of the UDP flow. Numbers“1” through
“3" shawv simulationswherethe TCP connectionuses1460-
bytepaclets.Numbers'4” through“6” shav simulationswith
512-bytepaclets.Simulationsets2” and“5” useTahoeTCR,
andtheothersuseSACK TCPR Simulationsets'3” and“6” use
datareceverswith delayedACKs (sendingone ACK to ac-
knowledgetwo datapaclets),andthe othersusesingleACKS
(sendingan ACK for every datapaclet). For all of the sim-
ulations,the TCP clock granularityis 100 ms. The z-axisin
Figure10 shows thefractionof the TCP connections arriving
pacletsthat aredropped,andthe y-axis shavs the TCP con-
nections sendingate.

For the SACK andTahoesimulationswith 1460-bytepack-
ets and single-ACK recevers (simulationsets“1” and “2"),
the simulationresultsarea reasonablenatchto the computed
TCP-friendly bandwidth. For drop rateslower than 2%, the
SACK andTahoeTCPsreceivze morethanthecomputedr CP-
friendly bandwidth. Examiningthe outputtracesshows that
in thesesimulationsijt is notuncommorfor two pacletsto be
droppedfrom a singlewindow of datain a congestiorepoch.
When this happensthe two paclet dropsconstitutea single
indicationof congestiorio theendnodes.

For pacletdropratesgreatethan5%, Figure10 showvs that
the TCP-friendly bandwidthgreatly overestimateshe arrival
rateof aTCPconnectionAs mentioneckarlier thisis because
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Figurel10: TCP-friendlybandwidthfor a60-msroundtriptime
and1460-bytepaclets.

the versionof the steady-statenodelusedin this paperdoes
nottake into accountdelaysdueto retransmitimers.

Simulationswith 512-byte paclets closely match equa-
tion (5) using 512-bytepaclets. As seenin Figure 10, the
moreaggressie the TCP congestiorcontrol (i.e. a TCP with
1460-bytepaclets is more aggressie than TCP with 512-
byte paclets), the higher the steady-stategpaclet drop rate
neededo sustainthe sameperconnectiorbandwidth. A spi-
ral of increasingly-aggresstcongestiorcontrolwouldleadto
a matchingspiral of anincreasingly-highsteady-stat@aclet
droprate,in thecontext of afixedavailablebandwidth.

Figurell showvstheresultsfor SACK TCPwith adelayed-
ACK recever with the simulatedtopology of figure9. For a
fixed throughput,a TCP connectionwith a delayed-ACK re-
ceiver shouldreceie half the paclet drop rateof a TCP con-
nectionthatrecevesan ACK for every paclet. Thetop solid
line shavs the analyticalresultsfor an immediate-ACK re-
cewver, andthe bottomsolid line shavs the analyticalresults
for andelayed-ACK recever. For agivenpacletdroprate,a
TCPconnectiorwith adelayed-ACK receverwill receveless
throughputthan a TCP connectionwith an immediate-ACK
recever.
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Figure 11: TCP bandwidthvs. steady-statalrop rate, for

SACK TCP with a delayed-ACK recever, a 60-msroundtrip

time and512-bytepaclets.
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